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Choice Based Credit SystemWith the view to ensure worldwide recognitionceptability,
horizontal as well as vertical mobility for studentompleting undergraduate degree, Punyashlok
Ahilyadevi Holkar Solapur University has implemet€hoice Based Credit System (CBCS) at
Undergraduate level.

The CBCS provides an opportunity for the studémtshoose courses from the prescribed
courses comprising core, elective/ minor or skilééd courses. The courses can be evaluated fofjowin
the grading system, which is considered to be b#téan the conventional marks system. Therefois, i
necessary to introduce uniform grading system énethtire higher education in India. This will behef
the students to move across institutions withindrtd begin with and across countries. The uniform
grading system will also enable potential employerassessing the performance of the candidates. In
order to bring uniformity in evaluation system ammputation of the Cumulative Grade Point Average
(CGPA) based on Student’s performance in examinsgtio
Outline of Choice Based Credit System:

1. Core Course: A course, which should compulsorily be studied maadidate as a core requirement
is termed as a Core course.

2. Elective Course: Generally a course which can be chosen from agfomurses and which may be
very specific or specialized or advanced or suppmtd the discipline/ subject of study or which
provides an extended scope or which enables arserpto some other discipline/subject/domain or
nurtures the candidate’s proficiency/skill is cdlen Elective Course.

Discipline Specific Elective (DSE) CourseElective courses may be offered by the main
discipline/subject of study is referred to as Dpine Specific Elective.

3. Ability Enhancement Courses (AEC): The Ability Enhancement (AE) Courses may be of kivals:
Ability Enhancement Compulsory Courses (AECC)andSkill Enhancement Courses (SEC).
“AECC” courses are the courses based upon the motfiat leads to Knowledge enhancement; (i)
Environmental Science and (ii) English/MIL Commuation. These are mandatory for all disciplines.
SEC courses are value-based and/or skill-basedr@aimed at providing hands-on-training,
competencies, skills, etc.

- Credit: Credit is a numerical value that indicates studemik load (Lectures, Lab work, Seminar,
Tutorials, Field work etc.) to complete a coursé.un most of the universities 15 contact hours
constitute one credit. The contact hours are toansfd into credits. Moreover, the grading system of
evaluation is introduced for B.Sc. course whergotess of Continuous Internal Evaluation is ensured
The candidate has to appear for Internal Evaluatfd0 marks and University Evaluation for 80
marks.
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Choice Based Credit System (CBCSY,€.f.2019-20) Structure for B. Sc-I Statistics

Subject/Core Name and No. of papers/ Hrs/week Total UA | CA [Credits
Course Type of the Practical Marks
Paper Per
Type Name L T P Paper
Class B.Sc. | Semester-I
Ability Enhancement English
Course(AECC icati -
( ) (communication Paper- | 40 100 80 | 20| 40
skill)
Core Paper-I| 2.5 - |- 50 40 10
(*Students can opt DSC 1A Pape-I| 2.E - |- 50 40 | 10 4.0
any Four Subjects Paper-I 2.5 - |- 50 40 10
from the Twelve DSC 2A Paper-II 25 | - |- 50 20 [ 10] *°
Subjects Listed Paper-I 25 - |- 50 40 | 10
below. Out of these DSC 3A Paperll |25 | - |- 50 | 40 | 10] *°
Four Subjects One Paper-I
Subject will be Descriptive 2.5 - |- 50 40 | 10
CORE and other Statistics-|
Three will be DSC 4AStatistics Pape-II 4.0
ELECTIVE Probability and
Subjects.) Probability 25 T 50 40 | 10
Distribution-|
Total 24 - |- 500 400 | 100 20
Class B.Sc. | Semester-I|
Ability Enhancement English Pape- I
Course(AECC icati
( ) (Communication 4.0 100 80 | 20| a0
skill)
Core Paper-I| 2.5 - |- 50 40 10
(*Students can opt DSC 1B Paper-1V 25 - |- 50 40 10 4.0
any Four Subjects Pape-lll 2.5 - |- 50 40 | 10
from the Twelve DSC 2B Pape-1V 2E - |- 50 a0 [ 10| 49
Subjects Listed Paper-IlI 25 - |- 50 40 | 10
below. Out of these DSC 3B Pager-w 25 | - |- 50 | 40 | 10] *°
Four Subjects One Paper-Il|
Subject will be Descriptive 2.5 - |- 50 40 | 10
CORE and other Statistics-lI
Three will be DSC 4A Statisticg Paper-V 4.0
ELECTIVE Probability and |
Subjects.) Probability 2:5 50 40 10
Distribution-II
Democracy,
Elections and Goo 3.0 50 40 10 | NC
Governance
Total (Theory) 21 | - |- 550 | 440 | 110| 20
DSC 1 A & 1E | Practical | and -- - |4 100 80 20| 4.0
Core DSC 2 A & 2E | Practical | and -- - |4 10C 80 20 4.C
DSC 3A & 3B | Practical | and -- - |4 10C 80 20 4.C
DSC 4_A _& 4B | Practical land Il | -- =~ |4 100 80 20| 4.0
Statistics
Total (Practical)
16 400 320 | 80 16
Grand Total
51 16 1450 1160| 290| 56

*Core Subjects
Chemistry/Physics/Electronics/Computer Science/Matheatics/Statistics/Botany/ZoologyMicrobiology/Geology/
Geography/Psychology



PUNYASHLOK AHILYADEVI HOLKAR SOLAPUR UNIVERSITY, SO LAPUR.
B.Sc. Part-I (STATISTICS) Choice Based Credit and @ading System Semester Pattern
Syllabus
(To be implemented from June, 2019)
Title of the course:B.Sc. Part-I Statistics (Semesters | and II)

Introduction: Statistics is the study of the collection, organization, asalyinterpretation, and
presentation of data. Statistics plays a vital mlevery fields of human activity. Statistics has
important role in determining the existing positiof per capita income, unemployment,
population growth rate, housing, schooling medfeallities etc...in a country. Now statistics
holds a central position in almost every field likdustry, Commerce, Trade, Physics, Chemistry,
Economics, Mathematics, Biology, Botany, Psychologgtronomy etc., so application of
statistics is very wide. Today, statistics is imgiagly becoming important in a number of
professions, and people from all walks of life @ely use statistics, from politicians and business
leaders to engineers and biologists.

There are at least three reasons for studyingstati (1) data are everywhere, (2)
statistical technigques are used to make many desighat affect our lives, and (3) no matter
what your career, you will make professional dexisithat involve data. An understanding of
statistical methods will help you make these deasimore effectively.

Eligibility of the course: Standard Xll Science or equivalent examination @ass
Duration: One year divided into two semesters.
Medium of instruction: English
- Scheme of Evaluation
As per the norms of the grading system of evalnawoit of 100 marks, the candidate
has to appear for college internal assessment ofét@s and external evaluation
(University assessment) of 20 marks.

Semester — I
Theory: (100 marks)

University Examination (80 marks): No. of theoryppss: 2 (paper | and paper Il of 40 marks
each)

Internal Continuous Assessment: (20 marks and 10 mks each for two papers )

(@) Internal test- Home assignment / tutorialsmigars / viva/ group discussion/ outreach
programs.

Semester — |l
Theory: (100 marks)

University Examination (80 marks): No. of theoryppss: 2 (paper 11l and paper IV of 40 marks
each)



Internal Continuous Assessment: (20 marks and 10 mks each for two papers)

(a) Internal test- Home assignment / tutorialsmigars / viva/ group discussion/ outreach
programs.

Practical Examination: (100 marks)

University Examination (80 marks): No. of practicalurse: 1

Internal Continuous Assessment: (20 marks)

(a) Internal practical test - Scheme of markib@:marks

(b) Viva/group discussion/model or chart/attitudiiadance/overall behavidt0 marks
Passing Standard

The student has to secure a minimum of 4.0 gradegp(srade C) in each paper. A student
who secure less than 4.0 grade point (39% or leskanGrade FC/FR) will be declared fail in
that paper and shall be required to reappear fpeaive paper. A student who failed in
University Examination (theory) and passed in iméassessment of a same paper shall be
given FC Grade. Such student will have to reapfoddniversity Examination only. A student
who fails in internal assessment and passed inddsity examination (theory) shall be given

FR Grade. Such student will have to reappear far bmiversity examination as well as

internal assessment. In case of Annual patters@idester pattern students/candidates from the
mark scheme the

candidates shall appear for the same 70 markstefret examination and his performance
shall be scaled to 100 marks.

ATKT

Candidate passed in all papers, exé&efiive) papers combined together of semester | and Il of
B.Sc. Part-I Statistics examination shall be peaedito enter upon the course of Semester Il of
B.Sc. Part-Il Statistics

STRUCTURE OF COURSE

Semester| Paper No. Title of the Paper Marks
No.
STATISTICS o o 50
STATISTICS | Probability and Probability 50
PAPER-II Distributions-I| (40-UA and 10'CA)
STATISTICS o o 50
STATISTICS | Probability and Probability 50
PAPER-IV Distributions-I| (40-UA and 10'CA)
ANNUAL | STATISTICS 100
EXAM PRACTICAL | Statistics Practical Paper-I (80-UA and 20-CA)




Teaching Periods:

1. Total teaching periods for Two Theory Papersfiaeeperiods per week in each semester.
2. Total teaching periods for Practical-1 are fpariods per week per batch.

Duration of examination:

1. For each theory paper of 50 marks two hours.

2. For Practical Paper-I (Four hours for a Bat@tSudents) annually.

SEMESTER-I

STATISTICS PAPER - I: Descriptive Statistics-I

STATISTICS PAPER -IlI: Probability and Probability D istributions-I

Objectives:

The main objective of this course is to acquaimdshts with some basic concerns statistics. They

will be introduced to some elementary statisticatmods of analysis and Probability at the end

of this course students are expected to be able.

1. To prepare frequency distribution and repregént graphically with the help of tables.

2. To compute various measures of central tendefisgersion, moments, Skewness, Kurtosis
and to interpret them.

3. To distinguish between random and non-randorer@xgnts.

4. To find the probabilities of the events.

CORE COURSE-I (Total Credits4)
PAPER-I: Descriptive Statistics-I
(Total Credits: 2.0, Contact Hrs: 30.0)
Unit — 1 Nature of Data: (07)
1.5 Meaning of primary and secondary data.
1.6 Qualitative data (Attributes): Nominal Scaleda@rdinal scale, Quantitative
data (Variables): Interval Scale and ratio scakgrdte and continuous variables, raw data.
1.7 Classification of data: Discrete and continufraguency distribution, inclusive and
exclusive methods of classification, cumulativeytrency distribution, relative frequency.
1.8 Graphical representation of datatddisam, frequency polygon, frequenayve
and Ogive curves.
1.9 lllustrative Examples.
Unit — 2 Measures of Central Tendency: (09)
2.1 Concept of central tendency of statistical dstiatistical average, requirements of
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good statistical average.

2.2 Arithmetic Mean (A. M.): Definition, effect @hange of origin and scale, deviation
of observations from A. M., Mean of pooled datajghéd A. M.

2.3 Geometric Mean (G. M.): Definition

2.4 Harmonic Mean (H. M.): Definition

2.5 Relation: A. M>G. M.> H. M. (Proof for n = 2, positive observations)

2.6 Median: Definition, Derivation of formula forauped frequency distribution.

2.7 Mode: Definition for ungrouped and grouped digegvation of formula

2.8 Empirical relation between Mean, Median and Blod

2.9 Partition Values: Quatrtiles, Deciles and PertEn

2.10 Graphical method of determination of Mediamdd and Partition values.

2.11 Comparison between averages in accordanceeygthrements of good average.
2.12 Situations where one kind of average is padierto others.

2.13 Examples to illustrate the concept.

Unit — 3 Measures of Dispersion: (07)
3.1 Concept of dispersion, Absolute and Relativasuees of dispersion, Requirements
of a good measure of dispersion.

3.2 Range: Definition, Coefficient of range.
3.3 Quartile Deviation (Semi-inter quartile rang@gfinition, coefficient of Q.D.
3.4 Mean Deviation: Definition, coefficient of M..DMinimal property of M. D.
3.5 Mean Square Deviation, Definition, minimal peoy of M. S. D.
3.6 Variance and Standard Deviation: DefinitiorfeEf of change of origin and  scale,
S. D. of pooled data (without proof).
3.7 Coefficient of Variation: Definition and use.
3.8 Comparison of absolute and relatnasures of dispersion.
3.9 Examples of illustrate the concept.

Unit — 4 Moments, Skewness and Kurtosis: (07)

4.1 Moments: Raw momentg ') and central momentg,{ for ungrouped and grouped data.

4.2 Effect of change of origin and scale on momeaelation between central moments and
raw moments (up to 4th order)

4.3 Sheppard’s correction, need of Sheppard’s ctore and its importance.

4.4 Skewness: Concept of Skewness of a frequestytuition, Types of Skewness and its

interpretation.
4.5 Bowley’s coefficient of skewness, Karl Pearsaroefficient of skewness, Measure of
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skewness based on moments.

4.6 Kurtosis: Concept of kurtosis of a frequengstritbution, Types of kurtosis and its
interpretations.

4.7 Measure of kurtosis based on moments.

4.8 lllustrative Examples.

PAPER —II: Probability and Probability Distribution s-I
(Total Credits: 2.0, Contact Hrs: 30.0)
Unit —1 Sample Space and Events: (05)
1.1 Concepts of experiments and random experiments.
1.2 Definitions: Sample space, discrete sampleesffatte and countably
infinite), event, elementary event, compound event.
1.3 Algebra of events (Union, Intersection, com@atation)
1.4 Definitions of Mutuality exclusive events, Exiséive events, impossible
events, certain events.
1.5 Power ser IRCY) (sample space consisting at most 4 sample points)
1.6 Symbolic representation of given events andrg&gon of events in symbolic
form.
1.7 lllustrative examples.
Unit — 2 Probability: (20)
2.1 Equally likely outcomes (events), apriori (slaal), definition of probability of an
event. Equiprobable sample space, simple examplesngputation of
probability of the events basedP@nmutations and Combinations.
2.2 Axiomatic definition of probability with refenee to a finite and countably
infinite sample space.
2.3 Proof of the results : i) ] =0 P (A)=1-PA)
i P(AUB)=P (A) + P(B) — P (A B) (with proof), extension of this
toP (AUBUC). iv) If AOB, P (A)<P (B).
V)O<SP(ANB)<P (A)<XP(AUB)<P (A)+ P (B)
vViiP(ANB® =P (A)—P (AN B)

2.4 lllustrative examples based on the results3rabove.



Unit — 3 Conditional Probability and Independence dEvents: (08)
3.1 Definition of conditional probability of an eve
3.2 Multiplication theorem for two events P (AB) = P(A) P (B /A)
3.3 Partition of Sample space
3.4 Idea of Posteriori probability, statement amabp of Bayes theorem,
examples on Bayes theorem.
3.5 Concept of Independence of two events.
3.6 Proof of the result that if A and B are indegemt then,
1) A and B, i) A®and B, iii) A and B are independent.
3.7 Pairwise and Mutual Independence for threetsven
3.8 Elementary examples.
Unit — 4 Univariate Probability Distribution: (Defi ned on finite and countable
infinite sample space) (07)
4.1 Definition of discrete random variables.
4.2 Probability mass function (p.m.f.) and cumivkadistribution function
(c.d.f.),a discrete random variable, properties.d.f. (statements only)
4.3 Probability distribution of function of a randovariable.
4.4 Median and Mode of a univariate discrete praiballistribution.

4.5 Examples



SEMESTERK-II

STATISTICS PAPER -lIlI: Descriptive Statistics-II
STATISTICS PAPER —IV: Probability and Probability D istributions-I|

Objectives:
The main objective of this course is to acquaintishts with some basic concept of random

variable, probability distribution (univariate ahivariate). By the end of this course students
are expected to be able.
1. To compute correlation coefficient and interptevalue.
2. To analysis data pertaining to attributes andterpret the results.
3. Use the index numbers to various fields.
4. To apply discrete probability distributions gedlin this course in different situations.
COREOURSE-I (Total Credits: 4)
PAPER-III: Descriptive Statistics-II
(Total Credits: 2.0, Contact Hrs: 30.0)
Unit—1 Correlation: ®
1.1 Bivariate data
1.2 Concept of correlation between two varialtgses of correlation.
1.3 Scatter diagram, its utility
1.4 Covariance : Definition, effect of change afjm and scale.
1.5 Karl Pearson’s coefficient of correlation {rpefinition, Computation for
ungrouped and grouped data. Properties (vdbf) : i) -1<r<1
i) Effect of change of origin & scale.
1.6 Interpretation whenr=-1, 0, 1.
1.7 Spearman’s rank correlation coefficient : iBigbn, Computation (for with and
without ties). Derivation of the formula for withbties.
1.8 lllustrative Examples.
Unit — 2 Regression: (08)
2.1 Concept of regression, Lines of regressiatmnd of lines of regression by
the least square method.
2.2 Regression coefficients (bxy , byx) and theiometric interpretations,
Properties : Dl X by =P i)bx X by <1
i) (bxy + byx)/2>r Iv) Effect of change of origin and

scale on regression coefficients.
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2.3 The point of intersection of two regressior$n
2.4 Derivation of acute angle between the two limeegression.
2.5 lllustrative Examples.
Unit — 3 Theory of Attributes: (08)
3.1 Attributes: Notation, dichotomy, class frequerarder of class, positive
and negative class frequency, ultimate diegpiency, fundamental set of
class frequency, relationships among diffectass frequencies (up to three
attributes)
3.2 Concept of Consistency, conditions of consistgnpto three attributes)
3.3 Concept of Independence and Association ofditrdoutes.
3.4 Yule’s coefficient of association (Q) : Defion, interpretation.
3.5 Coefficient of colligation (Y) : Definition, berpretation.
3.6 Relation between Qand Y:Q=2Y/(1HYQ>|Y |, 0<|Y|<|Q 1.
3.7 lllustrative Examples.
Unit - 4: Index Numbers: (06)
4.1 Meaning and utility of price index numbers,lgems in construction ahdex
numbers.
4.2 Unweighted price index numbers using: i) Aggite method
i) Average of price or quantity relatives methi@d M. or G. M. to be used as average).
4.3 Weighted price index numbers using aggregatdhode Laspeyre’s, Paasche’s,
Fisher's Formulae, cost of living index numbers.
4.4 Tests of Index numbers (time reversal and faeiersal test).
4.5 lllustrative Examples.
PAPER —IV: Probability and Probability Distribution s-II
(Total Credits: 2.0, Contact Hrs: 30.0)
Unit — 1 Mathematical Expectation (Univariate Randm Variable) : (06)
1.1 Definition of expectation of a randwariable, expectation of a function of a
random variable.
1.2 Results on expectation : i) E(c) = ¢, wherg & constant.
i) E(aX+b) = a E(X) + b,
wee and b are constants

1.3 Definitions of mean, variance of univariatetialitions. Effect of change of
origin and scale on mean and vaganc
1.4 Definition of raw and central moments and faatanoments upto order 2.
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1.5 Definition of probability generating functiop.g.f.) of a random variable.
Effect of change of origin and scale. Defontof mean and variance by
using p.g.f.
1.6 Simple Examples.
Unit — 2 Bivariate Probability Distribution (Defin ed on finite sample space) : (07)
2.1 Definition of two dimensional discrete randweaniable, its p.m.f. and distribution
function.
2.2 Computation of probabilities of events in biase probability distributions.
2.3 Concepts of marginal and conditional probabdistributions.
2.4 Independence of two discrete random variables.
2.5 Examples.
Unit — 3 Mathematical Expectation (Bivariate discrée random variable) : (08)
3.1 Definition of expectation in bivariate distiions.
3.2 Theorems on expectation : E(X +Y), E(XY) (Btaent only).
3.3 Expectation and variance of linear combinatioh two discrete random
variables. (Statement only).
3.4 Probability generating function of sum of timdependent random variables.
3.5 Conditional expectation in bivariate probapidistributions.
3.6 Definition of conditional mean, variance iwdmiate probability distributions
3.7 Definition of covariance and correlation camént in bivariate probability
distributions, distinction between uncorrelatedafsles and independent variables.
3.8 Examples.
Unit —4 Some Standard Discrete Probability Disttutions : (09)
4.1 ldea of one point, two point distributions ahdir mean and variance.
4.2 Bernoulli Distribution p.m.f., mean, variandgstribution of sum of, independent
and identically distributing Bernoulli variables.
4.3 Discrete Uniform Distribution: p.m.f. mean aratiance.
4.4 Binomial Distribution: p.m.f. P(x) %« P q"*, x=0,1,2,3,----,n.
O<p<1,q=1-p.
= 0., otherwise

Notation : X ~ B(n, p), recurrence relation focsessive probabilities, computation of
probabilities of different events. p.g.f. and henc@therwise mean and variance, Examples.
4.5 Hypergeometric Distribution : p.m.f.

MCXN-M Cn—x
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P(X) = ==-m=mmmmmmmmmemeeeee , X =max (0, n —(M4)), ----- min(n, M)
NChn
=0 0. W.
Notation : X ~ H (N, M, n)mean and variance of distribution assuming

n< N—-M<M, Examples.
*kkkkk

Books Recommended:
1. Bhat B. R., Srivenkatramana, T and Madhava.K1996) : Statistics : A
Beginner's Text Vol. 1, New Age Internationd),(Ltd.

2. Croxton F. E., Cowden D. J. and Kelin S. (1978pplied General Statistics,
Prentice Hall of India.

3. Goon, Gupta and Dasgupta: Fundamentals of ttatiol. | & 1l, World Press, Calcutta.
4. Gupta S. P : Statistical Methods.

5. Snedecor G. W.and Cochran W. G. (1967) : Siedistethods Lowa State
University Press.
6. Walker and Lev : Elementary Statistical Methods.

7. Applied Statistics : Gupta and Kapoor.

8. Dr. P.G. DIXIT, Dr. Mrs. S.V. Rajmanya, R.V. Rane, Dr. P.M. Dargopatil : Descriptive
Statistics-l Statistics Paper-I B.Sc. Part-| Ssteel
Publisher: Nirali Prakashan, Pune.

9. Dr. P.G. DIXIT, Dr. Mrs. S.V. Rajmanya, R.V. Rane, Dr. P.M. Dargopatil :
Probability and Probability Distributions-I Stdits Paper-1l1 B.Sc. Part-1 Semester-I
Publisher: Nirali Prakashan, Pune.

10. Fundamentals of Mathematical statistics: G&pkapoor.

11. Mood A. M., Graybill F. A. and Boes D. C. (1974ntroduction to the Theory of Statistics,
McGraw Hill.
12. Hoel P. G. (1971) : Introduction to MathematiStatistics, Asia Publishing House.

13. Meyer P. L. (1970) : Introductory Probabilagd Statistical Applications, Addison
Wesley.

14. Rohatgi V. K. and Saleh A. K. Md E(2002) : iitroduction to probability and statistics ,
John Wiley and Sons (Asia).

15. Hogg R. V. and Crag R. G. : Introduction totMamatical Statistics Ed. 4

15. Kumbhojkar G. V. Mathematical Statistics Pap®l

*kkkk
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STATISTICS PRACTICAL PAPER — |

Pre requisites : Knowledge of the topics in the theory papers

Objectives . At the end of this course students are explectde able

1) To represent statistical data by graphically.

2) To compute various measures of central tendetisgersion , moments,
skewness, and kurtosis.

3) To compute correlation coefficient, regressiogfticients.

4) To analyze data pertaining to discrete and nantis variables and to
interpret the results.

5) To understand consistency, association and erégnce of attributes.

6) To compute price index number, quantity indembar.

7) To compute probabilities of bivariate distrilmuts.

8) To know applications of some standard discredtdability distributions.

LIST OF PRACTICALS

1.1) Graphical representation of the frequencyitistion (Histogram, frequency
polygon, frequency curve, Location of Mode,\@gcurves, Location of
Partition values)

1.2) Measures of Central tendency- | (Ungroupetc)d

1.3) Measures of Central tendency-Il (Groupe@)at

1.4) Measures of the Dispersion -1 (Ungrouped)data

1.5) Measures of the Dispersion -Il (Grouped data)

1.6) Moments, Skewness and Kurtois — | (Ungroupeed)d

1.7) Moments, Skewness and Kurtois — Il (Groupdd)da

1.8) Correlation Coefficient and Spearman’s Rankr€ation Coefficient

(Ungrouped data)

1.9) Correlation Coefficient: (Grouped data)

1.10) Regression — | (Ungrouped data)

1.11) Regression — Il (Grouped data)

1.12) Attributes-I: (Missing frequencies and Cotesigy)

1.13) Attributes- 1l: (Association and IndependehAttributes)

1.14) Fitting of Discrete Uniform distribution amnelst for goodness of fit.

1.15) Fitting of Binomial distribution and test fgoodness of fit.

1.16) Fitting of Hypergeometric distribution arest for goodness of fit.
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1.17) Model Sampling from Discrete Uniform distrilaun.
1.18) Model Sampling from Binomial distribution.
1.19) Model Sampling from Hypergeometric distrilouti
1.20) Index Numbers.
—
Note :
1) Students are allowed to use any type of caloutar computer using any software like
MS-Excel for computations in practicals.
2) Student must complete all the practicals tosthtesfaction of the teacher concerned.
3) Students must produce laboratory journal alontf wompletion certificate signed by
Head of the Department at the time of practicah@ration.
Laboratory Requirements :
Laboratory should be well equipped with sufficienumber of electronic

calculators and computers along with necessarwaodt UPS and printers.

*kkkkk

Nature of Practical Question Paper
B. Sc. Part — | (Statistics)

In the practical question paper there shall be fouquestions each of 35 marks, a student
has to attempt any two questions.

a) Use of any type of calculator or computer using aoffware like MS-Excel etc is

allowed for computations in all questions.
b) 5 marks are reserved for the journal and 5 mankth®oral examination.
d) Practical Examination duration is four howrhich includes viva

Examination and on line demonsbirati

*kkkk
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